
Machine learning 

Machine learning (ML) is an umbrella term for solving problems for which development 

of algorithms by human programmers would be cost-prohibitive, and instead the 
problems are solved by helping machines 'discover' their 'own' algorithms, without 
needing to be explicitly told what to do by any human-developed algorithms. Recently, 
generative artificial neural networks have been able to surpass results of many previous 
approaches. Machine learning approaches have been applied to large language 
models, computer vision, speech recognition, email filtering, agriculture and medicine, 
where it is too costly to develop algorithms to perform the needed tasks. 

The mathematical foundations of ML are provided by mathematical optimization 
(mathematical programming) methods. Data mining is a related (parallel) field of study, 
focusing on exploratory data analysis through unsupervised learning.  

ML is known in its application across business problems under the name predictive 
analytics. Although not all machine learning is statistically-based, computational 
statistics is an important source of the field's methods. 
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Machine learning is a branch of artificial intelligence (AI) and computer science which 

focuses on the use of data and algorithms to imitate the way that humans learn, 

gradually improving its accuracy. 

 

Supervised and Unsupervised learning: 
 
Supervised learning: Supervised learning, as the name indicates, has the presence of 
a supervisor as a teacher. Basically supervised learning is when we teach or train the 
machine using data that is well-labelled. Which means some data is already tagged 
with the correct answer. After that, the machine is provided with a new set of 
examples(data) so that the supervised learning algorithm analyses the training data(set 
of training examples) and produces a correct outcome from labeled data. 
For instance, suppose you are given a basket filled with different kinds of fruits. Now 
the first step is to train the machine with all the different fruits one by one like this:  

 

 If the shape of the object is rounded and has a depression at the top, is red in color, 
then it will be labeled as –Apple. 

 If the shape of the object is a long curving cylinder having Green-Yellow color, then 
it will be labeled as –Banana.  

https://www.ibm.com/topics/artificial-intelligence


Now suppose after training the data, you have given a new separate fruit, say Banana 
from the basket, and asked to identify it.  
  

 

Since the machine has already learned the things from previous data and this time has 
to use it wisely. It will first classify the fruit with its shape and color and would confirm 
the fruit name as BANANA and put it in the Banana category. Thus the machine learns 
the things from training data(basket containing fruits) and then applies the knowledge to 
test data(new fruit).  

Supervised learning is classified into two categories of algorithms:  

 Classification: A classification problem is when the output variable is a category, 
such as “Red” or “blue” , “disease” or “no disease”. 

 Regression: A regression problem is when the output variable is a real value, such 
as “dollars” or “weight”. 

Supervised learning deals with or learns with “labeled” data. This implies that some 
data is already tagged with the correct answer. 

Types:- 

 Regression 
 Logistic Regression 
 Classification 
 Naive Bayes Classifiers 
 K-NN (k nearest neighbors) 
 Decision Trees 
 Support Vector Machine 
Advantages:- 

 Supervised learning allows collecting data and produces data output from previous 
experiences. 



 Helps to optimize performance criteria with the help of experience. 
 Supervised machine learning helps to solve various types of real-world computation 

problems. 
 It performs classification and regression tasks. 
 It allows estimating or mapping the result to a new sample.  
 We have complete control over choosing the number of classes we want in the 

training data. 
Disadvantages:- 

 Classifying big data can be challenging. 
 Training for supervised learning needs a lot of computation time. So, it requires a lot 

of time. 
 Supervised learning cannot handle all complex tasks in Machine Learning. 
  Computation time is vast for supervised learning. 
 It requires a labelled data set. 
  It requires a training process. 

 
Steps 

  

Unsupervised learning 

Unsupervised learning is the training of a machine using information that is neither 
classified nor labeled and allowing the algorithm to act on that information without 
guidance. Here the task of the machine is to group unsorted information according to 
similarities, patterns, and differences without any prior training of data.  

Unlike supervised learning, no teacher is provided that means no training will be given 
to the machine. Therefore the machine is restricted to find the hidden structure in 
unlabeled data by itself.  
For instance, suppose it is given an image having both dogs and cats which it has 
never seen.  
  



 

Thus the machine has no idea about the features of dogs and cats so we can’t 
categorize it as ‘dogs and cats ‘. But it can categorize them according to their 
similarities, patterns, and differences, i.e., we can easily categorize the above picture 
into two parts. The first may contain all pics having dogs in them and the second part 
may contain all pics having cats in them. Here you didn’t learn anything before, which 
means no training data or examples.  
It allows the model to work on its own to discover patterns and information that was 
previously undetected. It mainly deals with unlabelled data. 

Unsupervised learning is classified into two categories of algorithms:  

 Clustering: A clustering problem is where you want to discover the inherent 
groupings in the data, such as grouping customers by purchasing behavior. 

 Association: An association rule learning problem is where you want to discover 
rules that describe large portions of your data, such as people that buy X also tend 
to buy Y. 

Types of Unsupervised Learning:- 

Clustering 
1. Exclusive (partitioning) 
2. Agglomerative 
3. Overlapping 
4. Probabilistic 
Clustering Types:- 

1. Hierarchical clustering 
2. K-means clustering 
3. Principal Component Analysis 
4. Singular Value Decomposition 
5. Independent Component Analysis 
  



Statistics 

Basic statistics 

Statistics is a core component of data analytics and machine learning. It helps you 

analyze and visualize data to find unseen patterns. If you are interested in machine 

learning and want to grow your career in it, then learning statistics along with 

programming should be the first step. In this article, you will learn all the concepts in 

statistics for machine learning. 

What Is Statistics? 

Statistics is a branch of mathematics that deals with collecting, analyzing, interpreting, 
and visualizing empirical data. Descriptive statistics and inferential statistics are the two 
major areas of statistics. Descriptive statistics are for describing the properties of 
sample and population data (what has happened). Inferential statistics use those 
properties to test hypotheses, reach conclusions, and make predictions (what can you 
expect). 

Use of Statistics in Machine Learning 

 

 Asking questions about the data 

 Cleaning and preprocessing the data 

 Selecting the right features 

https://www.simplilearn.com/data-visualization-article


 Model evaluation 

 Model prediction 

With this basic understanding, it’s time to dive deep into learning all the crucial concepts 
related to statistics for machine learning. 

Variables: 

The values that are altering according to circumstances are referred to as variables. A 
variable can occurs in any form, such as trait, factor or a statement that will constantly 
be changing according to the changes in the applied environment. Such variables in 
statistics are broadly divided into four categories such as independent variables, 
dependent variables, categorical and continuous variables. Apart from these, 
quantitative and qualitative variables hold data as nominal, ordinal, interval and ratio. 
Each type of data has unique attributes. 

Different Types of Variables in Statistics 

In statistics, the variable is an algebraic term that denotes the unknown value that is not 

a fixed value which is in numerical format. Such types of variables are implemented for 

many types of research for easy computations. So there are many different types of 

variables available that can be applied in varied domains. Many other variables are 

discussed in minimally are listed are active variable which the researcher evaluates. A 

variable that occurs before the independent variable is called an antecedent variable.  

1. Independent Variables 

The independent variable is the one that is computed in research to view the impact of 

dependent variables. It is also called as resultant variables, predictor or experimental 

variables. For example, A manager asks 100 employees to complete a project. He 

should know the capacity of the individual employee. He wants to know the reason 

behind smart guys and failure guys. The first reason is that some will be working hard 

for day and night to complete the project within the estimated time, and the other one is 



that some guys are born intelligent and smarter than others. The variable which is 

similar to an independent variable is called a covariate variable but is impacted by the 

dependent variable but not as common as a variable of interest. 

2. Dependent Variables 

The dependent variable is also called a criterion variable which is applied in non-

experimental circumstances. The dependent variable has relied on the independent 

variable. From the above-mentioned example, the project’s productivity or completion is 

the main criteria that are dependent on estimated time and IQ. Here, the independent 

variables are IQ and estimated time, which may or may not reflect in an employee’s 

productivity. So the extension of estimated time or enhancing the IQ of a person doesn’t 

make any sense in employee’s productivity as it is not predictable. 

Hence, the managers’ focus is to work on the independent variables such as allotted 

time and IQ that leads to certain changes in employee’s productivity that are the 

dependent variables. So both the variables are connected in some measures. The 

variables which get affected by other variables in econometrics is termed as 

endogenous variables. A hidden variable impacts the relationship between the 

dependent and independent variable called lurking variables. When an independent 

variable is not impacted by any other variables and is restricted to a certain extent are 

called an explanatory variable.  

3. Categorical Variables 

It is a wide category of variable which is infinite and has no numerical data. These 

variables are called as qualitative variables or attribute variable in terms of statistics 



software. Such variables are further divided into nominal variables, ordinal and 

dichotomous variables. Nominal variables don’t have any intrinsic order. For instance, a 

developer classifies his environment into different types of networks based on their 

structure, such as P2P, cloud computing, pervasive computing, IoT. So here, the type 

of network is a nominal variable comprised of four categories. The varied categories 

present in the nominal variable can be known as the nominal variable levels or groups. 

Dichotomous variables are also called binary values, which have only two categories. 

For example, if we question a person that he owns a car, he would reply only with yes 

or no. such types of two distinct variables that are nominal are called as dichotomous. It 

just accounts for only two values, such as 0 or 1. It could be yes or no, short or long, 

etc. Ordinal variables are nominal variables that include two or multiple categories. If 

you see any hotel feedback form, it has five ratings such as excellent, good, better, 

poor and very poor. So we can rank the level with the help of ordinal variables that hold 

meaning to the research. It is unambiguous, and values can be considered for decision 

making. 

4. Continuous Variables 

The variables which measure some count or quantity and don’t have any boundaries 

are termed as continuous variables. It can be segregated into ratio or interval, or 

discrete variables. Interval variables have their centralized attribute, which is calibrated 

along with a range with some numerical values. The example can be temperature 

calibrated in Celsius or Fahrenheit doesn’t give any two different meaning; they display 

the optimum temperature, and it’s strictly not a ratio variable.  



It can account for only a certain set of values, such as several bikes in a parking area 

are discrete as the floor holds only a limited portion to park bikes. Ratio variables occur 

with intervals; it has an extra condition that zero on any measurement denotes that 

there is no value of that variable. In simple, the distance of four meters is twice the 

distance of two meters. It operates on the ratio of measurements. Apart from these 

mentioned variables, a dummy variable can be applied in regression analysis to 

establish a relationship to unlinked categorical variables. For instance, if the user had 

categories ”has pet” and ”owns a home” can assign as 1 to ”’has pet” and 0 to ”’owns a 

home”. 

A factor that remains constant in an experiment is termed as a control variable. In an 

experiment, if the scientist wants to test the plant’s light for its growth, he should control 

the value of water and soil quality. The additional variable which has a hidden impact on 

the obtained experimental values are called confounding variables. 

Random Variable: 

A random variable is a rule that assigns a numerical value to each outcome in a sample 

space. Random variables may be either discrete or continuous. A random variable is 

said to be discrete if it assumes only specified values in an interval. Otherwise, it is 

continuous. We generally denote the random variables with capital letters such as X 

and Y. When X takes values 1, 2, 3, …, it is said to have a discrete random variable. 
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Population and Sample 

Population: 

In statistics, the population comprises all observations (data points) about the subject 
under study. 

An example of a population is studying the voters in an election. In the 2019 Lok Sabha 
elections, nearly 900 million voters were eligible to vote in 543 constituencies. 

Sample: 

In statistics, a sample is a subset of the population. It is a small portion of the total 
observed population. 

An example of a sample is analyzing the first-time voters for an opinion poll. 

Population Distribution, Sample Distribution and Sampling Distribution 

 Population Distribution 

Population distribution refers to the distribution of a particular characteristic or variable 
among all individuals or units in a specific population. For example, the population 
distribution of heights in a country would refer to the distribution of heights among all 
individuals living in that country. 

The population is the whole set of values, or individuals, you are interested in. For 
example, if you want to know the average height of the residents of India, that is your 
population, i.e., the population of India. 

Population characteristic are mean (μ), Standard deviation (σ) , proportion (P) , 
median,  percentiles etc. The value of a population characteristic is fixed. This 
characteristics are called population distribution. They are symbolized by Greek 
characters as they are population parameters. 

Sample Distribution 

Sample distribution refers to the distribution of a particular characteristic or variable 
among the individuals or units selected from a population. For example, if we take a 
random sample of 100 individuals from a country’s population and measure their 
heights, the distribution of heights in the sample is called the sample distribution. 



The sample is a subset of the population, and is the set of values you actually use in 
your estimation. Let’s think 1000 individual you have selected for your study to know 
about average height of the residents of India. This sample has some quantity 
computed from values e.g.  mean (x), Standard deviation (s), sample proportion etc. 
This is called sample distribution. The mean and standard deviation are symbolized by 
Roman characters as they are sample statistics.  

Sampling Distribution 

Sampling distribution refers to the distribution of a statistic (such as the mean, standard 
deviation, etc.) calculated from multiple random samples of the same size drawn from a 
population. For example, if we take multiple random samples of 100 individuals from a 
country’s population and calculate the mean height of each sample, the distribution of 
these means is called the sampling distribution. The central limit theorem states that 
under certain conditions, the sampling distribution of the sample mean will be 
approximately normal, regardless of the shape of the population distribution. 

Measures of Central Tendency: 

Measures of central tendency are the measures that are used to describe the 
distribution of data using a single value. Mean, Median and Mode are the three 
measures of central tendency. 

Mean: 

The arithmetic mean is the average of all the data points. 

If there are n numbers of observations and xi is the ith observation, then mean is: 

 

Consider the data frame below that has the names of seven employees and their 
salaries. 



 

To find the mean or the average salary of the employees, you can use the mean() 
functions in Python. 

 

Median: 

Median is the middle value that divides the data into two equal parts once it sorts the 
data in ascending order. 

If the total number of data points (n) is odd, the median is the value at position (n+1)/2. 

When the total number of observations (n) is even, the median is the average value of 
observations at n/2 and (n+2)/2 positions. 



The median() function in Python can help you find the median value of a column. From 
the above data frame, you can find the median salary as: 

 

Mode: 

The mode is the observation (value) that occurs most frequently in the data set. There 
can be over one mode in a dataset. 

Given below are the heights of students (in cm) in a class: 

155, 157, 160, 159, 162, 160, 161, 165, 160, 158 

Mode = 160 cm. 

The mode salary from the data frame can be calculated as: 

 

Measures of dispersion 

The measures of central tendency are not adequate to describe data. Two data sets 

can have the same mean but they can be entirely different. Thus to describe data, one 

needs to know the extent of variability. This is given by the measures of dispersion. 

Range, interquartile range, and standard deviation are the three commonly used 

measures of dispersion. 



Variance and Standard Deviation 

Variance is used to measure the variability in the data from the mean.  

 

Consider the below dataset. 

 

To calculate the variance of the Grade, use the following: 

 



Standard deviation in statistics is the square root of the variance. Variance and 
standard deviation represent the measures of fit, meaning how well the mean 
represents the data. 

 

You can find the standard deviation using the std() function in Python. 

 

Range and Interquartile Range 

Range: 

The Range in statistics is the difference between the maximum and the minimum value 
of the dataset. 



 

Interquartile Range (IQR): 

The IQR is a measure of the distance between the 1st quartile (Q1) and 3rd quartile 
(Q3). 

 

Skewness and Kurtosis 

Skewness: 

Skewness measures the shape of the distribution. A distribution is symmetrical when 
the proportion of data at an equal distance from the mean (or median) is equal. If the 
values extend to the right, it is right-skewed, and if the values extend left, it is left-
skewed. 



 

Kurtosis: 

Kurtosis in statistics is used to check whether the tails of a given distribution have 
extreme values. It also represents the shape of a probability distribution. 

 



 

 



 

Now, it’s time to discuss a very popular distribution in statistics for machine learning,  

Gaussian Distribution 

In statistics and probability, Gaussian (normal) distribution is a popular continuous 
probability distribution for any random variable. It is characterized by 2 parameters 
(mean μ and standard deviation σ). Many natural phenomena follow a normal 
distribution, such as the heights of people and IQ scores. 



 

Properties of Gaussian Distribution: 

 The mean, median, and mode are the same 

 It has a symmetrical bell shape 

 68% data lies within 1 standard deviation of the mean 

 95% data lie within 2 standard deviations of the mean 

 99.7% of the data lie within 3 standard deviations of the mean 



 

 

Central Limit Theorem 

According to the central limit theorem, given a population with mean as μ and standard 
deviation as σ, if you take large random samples from the population, then the 
distribution of the sample means will be roughly normally distributed, irrespective of the 
original population distribution. 



Rule of Thumb: For the central limit theorem to hold true, the sample size should be 
greater than or equal to 30. 

 

Now, you will learn a very critical concept in statistics for machine learning, i.e., 
Hypothesis testing.   



  



The Standard Normal Distribution 
The standard normal distribution, also called the z-distribution, is a special normal 

distribution where the mean is 0 and the standard deviation is 1. 

Any normal distribution can be standardized by converting its values into z scores. Z 

scores tell you how many standard deviations from the mean each value lies. 

 

Converting a normal distribution into a z-distribution allows you to calculate the 
probability of certain values occurring and to compare different data sets. 

The random variable of a standard normal distribution is known as the standard score 

or a z-score. It is possible to transform every normal random variable X into a z score 

using the following formula: 

z = (X – μ) / σ 

where X is a normal random variable, μ is the mean of X, and σ is the standard 

deviation of X. You can also find the normal distribution formula here. In probability 

theory, the normal or Gaussian distribution is a very common continuous probability 

distribution. 

 

https://www.scribbr.com/statistics/normal-distribution/
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How to calculate a z score 

To standardize a value from a normal distribution, convert the individual value into a z-

score: 

1. Subtract the mean from your individual value. 

2. Divide the difference by the standard deviation. 

Z-score formula Explanation 

 

Z=(x- μ)/ σ 

 x = individual value 
 μ = mean 

 σ = standard deviation 

Example: Finding a z scoreYou collect SAT scores from students in a new test 

preparation course. The data follows a normal distribution with a mean score (M) of 

1150 and a standard deviation (SD) of 150. You want to find the probability that SAT 

scores in your sample exceed 1380. 

To standardize your data, you first find the z score for 1380. The z score tells you how 
many standard deviations away 1380 is from the mean. 

Step 1: Subtract the mean from the x value. x = 1380 

M  = 1150 

x – M = 1380 − 1150 = 230 

Step 2: Divide the difference by the standard 

deviation. 

SD = 150 

z = 230 ÷ 150 = 1.53 

The z score for a value of 1380 is 1.53. That means 1380 is 1.53 standard deviations 

from the mean of your distribution. 

Next, we can find the probability of this score using a z table. 
 

Use the standard normal distribution to find probability 

The standard normal distribution is a probability distribution, so the area under the 

curve between two points tells you the probability of variables taking on a range of 
values. The total area under the curve is 1 or 100%. 

https://www.scribbr.com/statistics/probability-distributions/


Every z score has an associated p value that tells you the probability of all values below 
or above that z score occurring. This is the area under the curve left or right of 

that z score. 

 

P-values 

The p value is a number, calculated from a statistical test, that describes how likely you 

are to have found a particular set of observations if the null hypothesis were true. 

P values are used in hypothesis testing to help decide whether to reject the null 
hypothesis. The smaller the p value, the more likely you are to reject the null 
hypothesis. 

 

Hypothesis Testing 

Hypothesis testing is a statistical analysis to make decisions using experimental data. It 
allows you to statistically back up some findings you have made in looking at the data. 
In hypothesis testing, you make a claim and the claim is usually about population 
parameters such as mean, median, standard deviation, etc. 

 The assumption made for a statistical test is called the null hypothesis (H0). 

https://www.scribbr.com/statistics/p-value/
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 The Alternative hypothesis (H1) contradicts the null hypothesis stating that the 
assumptions do not hold true at some level of significance. 

Hypothesis testing lets you decide to either reject or retain a null hypothesis. 

Example: H0: The average BMI of boys and girls in a class is the same 

    H1: The average BMI of boys and girls in a class is not the same 

To determine whether a finding is statistically significant, you need to interpret the p-
value. It is common to compare the p-value to a threshold value called the significance 
level. 

It often sets the level of significance to 5% or 0.05. 

If the p-value > 0.05 - Accept the null hypothesis. 

If the p-value < 0.05 - Reject the null hypothesis. 

Some popular hypothesis tests are: 

 Chi-square test 

 T-test 

 Z-test 

 Analysis of Variance (ANOVA) 



How to use a z table 

Once you have a z score, you can look up the corresponding probability in a z table. 

In a z table, the area under the curve is reported for every z value between -3.4 and 3.4 
at intervals of 0.01. 

There are a few different formats for the z table. Here, we use a portion of the 
cumulative table. This table tells you the total area under the curve up to a 
given z score—this area is equal to the probability of values below that z score 
occurring. 

The first column of a z table contains the z score up to the first decimal place. The top 

row of the table gives the second decimal place. 

To find the corresponding area under the curve (probability) for a z score: 

1. Go down to the row with the first two digits of your z score. 
2. Go across to the column with the same third digit as your z score. 
3. Find the value at the intersection of the row and column from the previous steps. 

 

Example 

Let’s walk through an invented research example to better understand how the 
standard normal distribution works. 

As a sleep researcher, you’re curious about how sleep habits changed during COVID-
19 lockdowns. You collect sleep duration data from a sample during a full lockdown. 

Before the lockdown, the population mean was 6.5 hours of sleep. The lockdown 

sample mean is 7.62. 

To assess whether your sample mean significantly differs from the pre-lockdown 
population mean, you perform a z test: 

1. First, you calculate a z score for the sample mean value. 
2. Then, you find the p value for your z score using a z table. 

Step 1: Calculate a z-score 

To compare sleep duration during and before the lockdown, you convert your lockdown 
sample mean into a z score using the pre-lockdown population mean and standard 
deviation. 

https://www.scribbr.com/methodology/population-vs-sample/


Formula Explanation Calculation 

Z=(x- μ)/ σ x = sample mean 

μ = population mean 

σ = population standard deviation 

 

 

 

 

 

A z score of 2.24 means that your sample mean is 2.24 standard deviations greater 

than the population mean. 

Step 2: Find the p value 

To find the probability of your sample mean z score of 2.24 or less occurring, you use 
the z table to find the value at the intersection of row 2.2 and column +0.04. 

Z TABLE 
Negative Z score table 

 

Use the negative Z score table below to find values on the left of the mean as 
can be seen in the graph alongside. Corresponding values which are less than 
the mean are marked with a negative score in the z-table and represent the area 
under the bell curve to the left of z. 

  



Negative Z Table: 

 

  



 

Positive Z score table 

 

Use the positive Z score table below to find values on the right of the mean as 
can be seen in the graph alongside. Corresponding values which are greater 
than the mean are marked with a positive score in the z-table and represent the 
area under the bell curve to the left of z. 

 

  



Positive Z-table: 

 

  



The table tells you that the area under the curve up to or below your z score is 0.9874. 
This means that your sample’s mean sleep duration is higher than about 98.74% of the 

population’s mean sleep duration pre-lockdown. 

 

To find the p value to assess whether the sample differs from the population, you 
calculate the area under the curve above or to the right of your z score. Since the total 
area under the curve is 1, you subtract the area under the curve below your z score 
from 1. 

A p value of less than 0.05 or 5% means that the sample significantly differs from the 
population. 

Probability of z > 2.24 = 1 − 0.9874 = 0.0126 or 1.26% 

With a p value of less than 0.05, you can conclude that average sleep duration in the 

COVID-19 lockdown was significantly higher than the pre-lockdown average. 
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